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Nom : Prénom :

Probléme

On se donne (a, 3) € R x R*, et on considere la matrice symétrique S :=

a BB
B oa p
BB«

Partie I. Dans cette partie, 'espace vectoriel R? est muni du produit scalaire usuel.

I.1. Que peut-on dire de S 7 Comment peut-on simplifier S dans une base orthonormée
bien choisie 7 On demande de répéter ci-dessous le contenu du théoréeme du cours utilisé.

La matrice S est symétrique. Par conséquent (cours) , il existe une matrice orthogonale

Q € O,(R) et une matrice diagonale D € D,(R) telles que S = QDQ L.
I1.2. Que peut-on dire a priori sur les valeurs propres de S 7
Les valeurs propres de S sont réelles.
1.3. Calculer le polynoéme caractéristique P(\) de S.
PO\ = (a+28-)(a— 8->

On ne change pas la valeur du déterminant en ajoutant a la premiére colonne la somme

des deuxr dernieres colonnes :

a—A+28 p p 1B
P(\) =det(S—Ald)=| a—A+28 a—-X f =(a=A+20)| 1 a—\
a=-A+28 B a-A 1B

B

B
a— A

On ne change pas la valeur du déterminant en retranchant B fois la premiére colonne a

chacune des deux derniéres colonnes ce qui donne :

1 0 0
PN =(a=X+26)|1 a=-A-p 0 =(a—A+28)(a—\—pB)%
1 0 a—A—0

I.4. On admet que la matrice S admet deux valeurs propres distinctes notées Aj et Ao
qui sont telles que A; > Ag. Déterminer (en fonction de « et de [3) les valeurs de A\; et Ay,

ainsi que les multiplicités de ces valeurs propres.



Les valeurs propres de S sont les racines du polynome P(-), et leurs multiplicités sont les
exposants des monomes correspondants. Comme B est positif, on a :

A1 = a+ 206 de multiplicité 1,
Ao = a — [ de multiplicité 2,
qui sont les seuls choixz compatibles avec la condition A1 > Ag.

L.5. Trouver le vecteur propre normalisé fi de S qui est associé a la valeur propre A; et
dont la premiére composante est positive.

1
- 1
fl*\/g 1

I.6. Trouver les deux vecteurs propres normalisés f> et fs de S qui sont tous deux associés
a la valeur propre A2, qui sont compatibles avec le contenu (partiellement complété) des
vecteurs colonnes ci-dessous, et qui sont orthogonaux (pour le produit scalaire usuel).

-1 -1
f2: 1 ) f3:

On peut toujours chercher ces vecteurs sous la forme :
-1
fi =
J 1+(l2+b2

Un tel vecteur f; est vecteur propre de S pour la valeur propre Ay si et seulement si :

a BB
poa B |fi=(a=F)T
B B«

Cette condition fournit le systéme :

Bla+b—1)=0,
—B+ pb+ pfa =0,
—B+ Ba+ Bb=0.

1l faut et il suffit d’avoir a +b=1. Dés lors, pour :

1 1 1 !
b=l ) b=, )
+2a*—2a\ {_, +2a*—=2a\ _5

la condition d’orthogonalité de fo et f3 fournit :

242aa—a—a=0.



La valeur a = 1 est imposée donnant accés a @ = —1 de sorte que :
-1 -1

=21 1 |, fa=L1| -1
il YA

1.7. Déterminer une matrice €2 orthogonale permettant de diagonaliser S' en une matrice
diagonale dont les valeurs propres situées en position (i,4) pour ¢ variant de 1 & 3 sont
classées par ordre décroissant.

La valeur propre en position (1,1) doit étre A1 puisque A\ > o ce qui oblige a ranger fi

en premiere colonne. Puis on peut ranger fo et f3 dans n’importe quel ordre. Par exemple,

on peut prendre :
o VB SIVE —1/VE
Q=1 1/vV3 +1//vV2 —1/V6
1/V/3 0 2/v/6

Partie II. Tout vecteur u de R?® s’écrit u = *(z,y,2) = Zf1 + §f2 + Zf3. Dans cette
partie, R? est muni de la forme bilinéaire symétrique ¢(u, u) = ‘uSu induite par S.

I1.1. Déterminer la forme quadratique ¢(-) associée a la matrice S dans la base canonique.

On obtient :

q(u) = q(z,y,2) = az® + ay® + az® + 2Bxy + 2Bz + 2Byz.

I1.2. Déterminer 'expression de la forme quadratique ¢(-) dans la base (f1, f2, f3)-

La nouvelle matrice s’obtient en calculant *QSQ = D ce qui donne :

q(u) = q(2,7,%) = (o +2B)2* + (o — B)F° + (o — B)Z°.

I1.3. Donner une condition nécessaire et suffisante portant sur « et 5 pour que la forme
quadratique ¢(+) soit dégénérée.

1l faut que l'une ou lautre des deux valeurs propres soit nulle, ce qui équivaut ¢ o = (8
ou o= —20.

I1.4. Donner une condition nécessaire et suffisante portant sur « et 5 pour que la forme
quadratique ¢ soit définie positive. On suppose désormais ¢ définie positive.

1l faut que les deux valeurs propres soient strictement positives, ce qui équivaut a o > (3.

I1.5. Montrer qu’on peut trouver une base ( fl, fg, fg) de R? qui est orthonormée pour ¢
et telle que f; = v, f; avec v; € R pour tout j € {1,2,3}. Déterminer les ;.

7= Yo = V3 =



D’abord, des vecteurs f] choisis comme indiqué sont deux d deux orthogonaur puisque :
Vi# g, o(fi, f5) ="FiSfi =y ' fiSfi=vivi Nifi - fi = 0.

Ensuite, pour déterminer les v;, il faut normaliser les f; pour ¢ (ou q) ce qui impose :

1=q(f}) =i a(f;) =7 " 1;Sfi =7 A
Par conséquent :

1 = (a+28)712, v2 = (a— B)"2, v3 = (o — )72

I1.6. Soit (a,b,c) € R3. On consideére la droite D engendrée par le vecteur % = !(a, b, c),
c’est-a-dire d’équation D := {(as, bs,cs); s € R}. Donner une condition nécessaire et
suffisante portant sur @ pour que les plans orthogonaux a D pour ¢ et pour le produit
scalaire euclidien coincident.

Les plans orthogonaux P, et P a D pour respectivement ¢ et le produit scalaire euclidien
sont déterminés par :

Py = {v e R3; p(v,1) = wSu=0}, P:={veR¥ wi=0}.

Ces deux plans coincident si et seulement si les vecteurs Stu et 4 sont colinéaires, c’est-a-
dire si u est vecteur propre de S. Dans la pratique, il faut et il suffit que U soit colinéaire
a f1 ou qu’il soit dans le plan engendré par fo et fs.

I1.7. Ecrire dans la base canonique la matrice P de la projection orthogonale (pour ¢ )
de R? sur la droite D := {(—s,0, 5); s € R}.

On travaille ici avec U = '(—1,0,1)/v/2 = (fo + V/3f3)/2. D’aprés ce qui précéde P, et P
coincident de sorte que les projections orthogonales de R® sur la droite D pour ¢ et le
produit scalaire euclidien coincident. Comme U est de norme euclidienne égale a 1, on a
Pi = (u-u)u d’ou l'on déduit :

~1/V2 1 1 0 -1
P= 0 H=1/v2,0,1/V2)=—] 0 0 0
1/V2 V2 10 g

D’autres raisonnements sont possibles pour aboutir a ce résultat.



